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Interpolation of Relative Permeability and Capillary
Pressure – Method 1 (Optional)
PURPOSE:


Specify method-1 for interpolation of saturation functions as directed by keyword *KRINTRP.


FORMAT:


*INTERP_SCAL  (*ON | *OFF)


DEFINITIONS:


*INTERP_SCAL


Use a two stage method for interpolation between two sets of rock-fluid curves. First, the saturation
(horizontal axis) endpoints are interpolated separately and applied to the two normalized curves.
Then the curve values (vertical axes) are obtained at the required saturation. The curve values are
obtained at the required saturation, for each set of curves separately, which are then interpolated to
give the final result. If *INTERP_SCAL is entered in the model, *INTERP_ENDS *OFF is enforced.


DEFAULTS:


*INTERP_SCAL *ON is the default for interpolation of relative permeability and capillary pressure.


If *INTERP_SCAL appears without *ON or *OFF, *ON is assumed.


CONDITIONS:


The interpolation method specified by *INTERP_SCAL or its default applies to all rock types, that is all rock
types use the same method.


EXPLANATION:


*INTERP_SCAL supersedes *INTERP_ENDS which was the only method available prior to release of GEM
version 2018.10. *INTERP_SCAL utilizes a superior algorithm for end point interpolation and is the preferred
method. It provides consistent interpolation results for relative permeability and capillary pressure curves
even if their saturation endpoints are different.


Under certain circumstances, such as nearly miscible fluids, pH changes, surfactant concentration changes,
large increases in applied flow velocities, polymer flooding and foamy oil, etc., the assumption that
saturation function (relative permeability and capillary pressure) are functions only of fluid saturations and
saturation history (hysteresis) is not sufficient to accurately describe observed flow behavior.


In these cases, the ability to interpolate basic relative permeability and capillary pressure data as functions of
fluid properties, such as component concentration or flow capillary-number, can prove very useful. Because
of the flexibility in the choice of interpolation related parameters and the fact that arbitrary tabular relative
permeability and capillary pressure can be employed, a wide variety of physical effects mentioned above can
be modeled.
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In the following, the general concept of interpolation is discussed taking water relative permeability (k ) as
an example. And the formulation for other saturation functions is given afterwards for reference.


In Figure 1 below, two k  curves labelled A and B exhibit different shape and endpoints (the critical water
saturation S  and irreducible oil saturation S ). Assuming that the


Figure 1: Sketch showing k  interpolation between curve A and B with respect to x


interpolation variable in this case is a component phase mole fraction x and the value of x associated with
curve A and B for k  is  and  (called interpolation parameters and introduced by *DTRAPW), further


assuming that a grid block has a mole fraction x  and x  ∈ [ , ], the k  value of the block is obtained by


the following procedure. First, an interpolation factor  is computed by Equation (1)


(1)


n  in Equation (1) is a curvature exponent (defined by *WCRV) and its effect on the final interpolation result
will be discussed later on. The saturation endpoints of the block are then computed by Equations (2) and (3)


(2)


(3)


The table looking-up saturation and  for curve A and B will need a scaling, or linear transformation, of
the block saturation S ,
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(4)


 


(5)


The relative permeability  and  can be then determined by a straight table look-up via curve A and B
according to and .


Finally, the block’s water relative permeability k  is computed from Equation (6)


(6)


In a similar fashion, the relative permeability of other phases (k  and k ), and capillary pressure values
(P  and P ) of the grid block are calculated from


(7)


 


(8)


 


(9)


 


(10)


The interpolation factors in the above equations are computed from


(11)


In Equation (11), x  is again the block’s current interpolation variable;  and ; are the oil phase


interpolation parameters defined by *DTRAPW on curve A and B; n  and n  are the curvature exponents
defined by *OCRV and *GCRV for oil and gas phase, respectively.


It is worth reiterating that the block saturation endpoints  and  discussed thus far have been
described as a result of weighted averaging of user-entered table values Equations (2) and (3). However, if
endpoints are being altered by one of the endpoint facilities (e.g., *TSOIRW and/or *BSOIRW), such averaging
for  and  should be performed between a pair of endpoint values of the block and each value of
the pair represents the block’s saturation endpoint at a particular interpolation parameter.
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Several observations can be made from the interpolation equations above.


1. k  and P  are nonlinear functions of x  except for curvature exponents of 1.


2. ω  lies between 0 and 1 because x  generally lies between x  and x .


3. x  may lie beyond the set boundary. If x  < x  (or x  > x  when x  > x ), ω  = 0 is enforced; if x  > x , (or


x  < x  when x  > x ), ω  = 1 is enforced.


4. k  (and P ) equals to the value on curve A at x  = x  and to the value on curve B at x  = x  regardless


of curvature exponent n.


5. At any given x , k  and P  edges toward curve A as n increases and toward curve B as n decreases.


This fact can be exploited to achieve certain weighting effect so that interpolation curves will
congregate in desired area.


*INTERP_SCAL and *INTERP_ENDS are mutually exclusive methods for end-point interpolation.
*INTERP_SCAL is the preferred method.


To use *INTERP_SCAL


*INTERP_SCAL *ON is on by default, therefore no data changes are required.


To use *INTERP_ENDS enter the following keywords


*INTERP_SCAL *OFF


*INTERP_ENDS *ON.


To turn off end point interpolation entirely, enter the following keyword


*INTERP_SCAL *OFF


Do not enter *INTERP_ENDS


In this case end point interpolation will not be done. Equations (1) to (5) will not apply and the end points
entered directly for k  and P  for curve A and curve B will be used to calculate  and  for example, and
be used in Equations (6) to (10). The interpolation of curves (not the end points) will still take place, since
that is controlled by keyword *INTCOMP.
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Interpolation of Relative Permeability and Capillary
Pressure – Method 1 (Optional)
PURPOSE:


Specify method-1 for interpolation of saturation functions as directed by keyword *KRINTRP.


FORMAT:


*INTERP_SCAL  (*ON | *OFF)


DEFINITIONS:


*INTERP_SCAL


Use a two stage method for interpolation between two sets of rock-fluid curves. First, the saturation
(horizontal axis) endpoints are interpolated separately and applied to the two normalized curves.
Then the curve values (vertical axes) are obtained at the required saturation. The curve values are
obtained at the required saturation, for each set of curves separately, which are then interpolated to
give the final result. If *INTERP_SCAL is entered in the model, *INTERP_ENDS *OFF is enforced.


DEFAULTS:


*INTERP_SCAL *ON is the default for interpolation of relative permeability and capillary pressure.


If *INTERP_SCAL appears without *ON or *OFF, *ON is assumed.


CONDITIONS:


The interpolation method specified by *INTERP_SCAL or its default applies to all rock types, that is all rock
types use the same method.


EXPLANATION:


*INTERP_SCAL supersedes *INTERP_ENDS which was the only method available prior to release of GEM
version 2018.10. *INTERP_SCAL utilizes a superior algorithm for end point interpolation and is the preferred
method. It provides consistent interpolation results for relative permeability and capillary pressure curves
even if their saturation endpoints are different.


Under certain circumstances, such as nearly miscible fluids, pH changes, surfactant concentration changes,
large increases in applied flow velocities, polymer flooding and foamy oil, etc., the assumption that
saturation function (relative permeability and capillary pressure) are functions only of fluid saturations and
saturation history (hysteresis) is not sufficient to accurately describe observed flow behavior.


In these cases, the ability to interpolate basic relative permeability and capillary pressure data as functions of
fluid properties, such as component concentration or flow capillary-number, can prove very useful. Because
of the flexibility in the choice of interpolation related parameters and the fact that arbitrary tabular relative
permeability and capillary pressure can be employed, a wide variety of physical effects mentioned above can
be modeled.
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In the following, the general concept of interpolation is discussed taking water relative permeability (k ) as
an example. And the formulation for other saturation functions is given afterwards for reference.


In Figure 1 below, two k  curves labelled A and B exhibit different shape and endpoints (the critical water
saturation S  and irreducible oil saturation S ). Assuming that the


Figure 1: Sketch showing k  interpolation between curve A and B with respect to x


interpolation variable in this case is a component phase mole fraction x and the value of x associated with
curve A and B for k  is  and  (called interpolation parameters and introduced by *DTRAPW), further


assuming that a grid block has a mole fraction x  and x  ∈ [ , ], the k  value of the block is obtained by


the following procedure. First, an interpolation factor  is computed by Equation (1)


(1)


n  in Equation (1) is a curvature exponent (defined by *WCRV) and its effect on the final interpolation result
will be discussed later on. The saturation endpoints of the block are then computed by Equations (2) and (3)


(2)


(3)


The table looking-up saturation and  for curve A and B will need a scaling, or linear transformation, of
the block saturation S ,
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(4)


 


(5)


The relative permeability  and  can be then determined by a straight table look-up via curve A and B
according to and .


Finally, the block’s water relative permeability k  is computed from Equation (6)


(6)


In a similar fashion, the relative permeability of other phases (k  and k ), and capillary pressure values
(P  and P ) of the grid block are calculated from


(7)


 


(8)


 


(9)


 


(10)


The interpolation factors in the above equations are computed from


(11)


In Equation (11), x  is again the block’s current interpolation variable;  and ; are the oil phase


interpolation parameters defined by *DTRAPW on curve A and B; n  and n  are the curvature exponents
defined by *OCRV and *GCRV for oil and gas phase, respectively.


It is worth reiterating that the block saturation endpoints  and  discussed thus far have been
described as a result of weighted averaging of user-entered table values Equations (2) and (3). However, if
endpoints are being altered by one of the endpoint facilities (e.g., *TSOIRW and/or *BSOIRW), such averaging
for  and  should be performed between a pair of endpoint values of the block and each value of
the pair represents the block’s saturation endpoint at a particular interpolation parameter.
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Several observations can be made from the interpolation equations above.


1. k  and P  are nonlinear functions of x  except for curvature exponents of 1.


2. ω  lies between 0 and 1 because x  generally lies between x  and x .


3. x  may lie beyond the set boundary. If x  < x  (or x  > x  when x  > x ), ω  = 0 is enforced; if x  > x , (or


x  < x  when x  > x ), ω  = 1 is enforced.


4. k  (and P ) equals to the value on curve A at x  = x  and to the value on curve B at x  = x  regardless


of curvature exponent n.


5. At any given x , k  and P  edges toward curve A as n increases and toward curve B as n decreases.


This fact can be exploited to achieve certain weighting effect so that interpolation curves will
congregate in desired area.


*INTERP_SCAL and *INTERP_ENDS are mutually exclusive methods for end-point interpolation.
*INTERP_SCAL is the preferred method.


To use *INTERP_SCAL


*INTERP_SCAL *ON is on by default, therefore no data changes are required.


To use *INTERP_ENDS enter the following keywords


*INTERP_SCAL *OFF


*INTERP_ENDS *ON.


To turn off end point interpolation entirely, enter the following keyword


*INTERP_SCAL *OFF


Do not enter *INTERP_ENDS


In this case end point interpolation will not be done. Equations (1) to (5) will not apply and the end points
entered directly for k  and P  for curve A and curve B will be used to calculate  and  for example, and
be used in Equations (6) to (10). The interpolation of curves (not the end points) will still take place, since
that is controlled by keyword *INTCOMP.
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Interpolation of Relative Permeability and Capillary
Pressure – Method 1 (Optional)
PURPOSE:


Specify method-1 for interpolation of saturation functions as directed by keyword *KRINTRP.


FORMAT:


*INTERP_SCAL  (*ON | *OFF)


DEFINITIONS:


*INTERP_SCAL


Use a two stage method for interpolation between two sets of rock-fluid curves. First, the saturation
(horizontal axis) endpoints are interpolated separately and applied to the two normalized curves.
Then the curve values (vertical axes) are obtained at the required saturation. The curve values are
obtained at the required saturation, for each set of curves separately, which are then interpolated to
give the final result. If *INTERP_SCAL is entered in the model, *INTERP_ENDS *OFF is enforced.


DEFAULTS:


*INTERP_SCAL *ON is the default for interpolation of relative permeability and capillary pressure.


If *INTERP_SCAL appears without *ON or *OFF, *ON is assumed.


CONDITIONS:


The interpolation method specified by *INTERP_SCAL or its default applies to all rock types, that is all rock
types use the same method.


EXPLANATION:


*INTERP_SCAL supersedes *INTERP_ENDS which was the only method available prior to release of GEM
version 2018.10. *INTERP_SCAL utilizes a superior algorithm for end point interpolation and is the preferred
method. It provides consistent interpolation results for relative permeability and capillary pressure curves
even if their saturation endpoints are different.


Under certain circumstances, such as nearly miscible fluids, pH changes, surfactant concentration changes,
large increases in applied flow velocities, polymer flooding and foamy oil, etc., the assumption that
saturation function (relative permeability and capillary pressure) are functions only of fluid saturations and
saturation history (hysteresis) is not sufficient to accurately describe observed flow behavior.


In these cases, the ability to interpolate basic relative permeability and capillary pressure data as functions of
fluid properties, such as component concentration or flow capillary-number, can prove very useful. Because
of the flexibility in the choice of interpolation related parameters and the fact that arbitrary tabular relative
permeability and capillary pressure can be employed, a wide variety of physical effects mentioned above can
be modeled.
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In the following, the general concept of interpolation is discussed taking water relative permeability (k ) as
an example. And the formulation for other saturation functions is given afterwards for reference.


In Figure 1 below, two k  curves labelled A and B exhibit different shape and endpoints (the critical water
saturation S  and irreducible oil saturation S ). Assuming that the


Figure 1: Sketch showing k  interpolation between curve A and B with respect to x


interpolation variable in this case is a component phase mole fraction x and the value of x associated with
curve A and B for k  is  and  (called interpolation parameters and introduced by *DTRAPW), further


assuming that a grid block has a mole fraction x  and x  ∈ [ , ], the k  value of the block is obtained by


the following procedure. First, an interpolation factor  is computed by Equation (1)


(1)


n  in Equation (1) is a curvature exponent (defined by *WCRV) and its effect on the final interpolation result
will be discussed later on. The saturation endpoints of the block are then computed by Equations (2) and (3)


(2)


(3)


The table looking-up saturation and  for curve A and B will need a scaling, or linear transformation, of
the block saturation S ,
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(4)


 


(5)


The relative permeability  and  can be then determined by a straight table look-up via curve A and B
according to and .


Finally, the block’s water relative permeability k  is computed from Equation (6)


(6)


In a similar fashion, the relative permeability of other phases (k  and k ), and capillary pressure values
(P  and P ) of the grid block are calculated from


(7)


 


(8)


 


(9)


 


(10)


The interpolation factors in the above equations are computed from


(11)


In Equation (11), x  is again the block’s current interpolation variable;  and ; are the oil phase


interpolation parameters defined by *DTRAPW on curve A and B; n  and n  are the curvature exponents
defined by *OCRV and *GCRV for oil and gas phase, respectively.


It is worth reiterating that the block saturation endpoints  and  discussed thus far have been
described as a result of weighted averaging of user-entered table values Equations (2) and (3). However, if
endpoints are being altered by one of the endpoint facilities (e.g., *TSOIRW and/or *BSOIRW), such averaging
for  and  should be performed between a pair of endpoint values of the block and each value of
the pair represents the block’s saturation endpoint at a particular interpolation parameter.
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Several observations can be made from the interpolation equations above.


1. k  and P  are nonlinear functions of x  except for curvature exponents of 1.


2. ω  lies between 0 and 1 because x  generally lies between x  and x .


3. x  may lie beyond the set boundary. If x  < x  (or x  > x  when x  > x ), ω  = 0 is enforced; if x  > x , (or


x  < x  when x  > x ), ω  = 1 is enforced.


4. k  (and P ) equals to the value on curve A at x  = x  and to the value on curve B at x  = x  regardless


of curvature exponent n.


5. At any given x , k  and P  edges toward curve A as n increases and toward curve B as n decreases.


This fact can be exploited to achieve certain weighting effect so that interpolation curves will
congregate in desired area.


*INTERP_SCAL and *INTERP_ENDS are mutually exclusive methods for end-point interpolation.
*INTERP_SCAL is the preferred method.


To use *INTERP_SCAL


*INTERP_SCAL *ON is on by default, therefore no data changes are required.


To use *INTERP_ENDS enter the following keywords


*INTERP_SCAL *OFF


*INTERP_ENDS *ON.


To turn off end point interpolation entirely, enter the following keyword


*INTERP_SCAL *OFF


Do not enter *INTERP_ENDS


In this case end point interpolation will not be done. Equations (1) to (5) will not apply and the end points
entered directly for k  and P  for curve A and curve B will be used to calculate  and  for example, and
be used in Equations (6) to (10). The interpolation of curves (not the end points) will still take place, since
that is controlled by keyword *INTCOMP.
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Interpolation of Relative Permeability and Capillary
Pressure – Method 1 (Optional)
PURPOSE:


Specify method-1 for interpolation of saturation functions as directed by keyword *KRINTRP.


FORMAT:


*INTERP_SCAL  (*ON | *OFF)


DEFINITIONS:


*INTERP_SCAL


Use a two stage method for interpolation between two sets of rock-fluid curves. First, the saturation
(horizontal axis) endpoints are interpolated separately and applied to the two normalized curves.
Then the curve values (vertical axes) are obtained at the required saturation. The curve values are
obtained at the required saturation, for each set of curves separately, which are then interpolated to
give the final result. If *INTERP_SCAL is entered in the model, *INTERP_ENDS *OFF is enforced.


DEFAULTS:


*INTERP_SCAL *ON is the default for interpolation of relative permeability and capillary pressure.


If *INTERP_SCAL appears without *ON or *OFF, *ON is assumed.


CONDITIONS:


The interpolation method specified by *INTERP_SCAL or its default applies to all rock types, that is all rock
types use the same method.


EXPLANATION:


*INTERP_SCAL supersedes *INTERP_ENDS which was the only method available prior to release of GEM
version 2018.10. *INTERP_SCAL utilizes a superior algorithm for end point interpolation and is the preferred
method. It provides consistent interpolation results for relative permeability and capillary pressure curves
even if their saturation endpoints are different.


Under certain circumstances, such as nearly miscible fluids, pH changes, surfactant concentration changes,
large increases in applied flow velocities, polymer flooding and foamy oil, etc., the assumption that
saturation function (relative permeability and capillary pressure) are functions only of fluid saturations and
saturation history (hysteresis) is not sufficient to accurately describe observed flow behavior.


In these cases, the ability to interpolate basic relative permeability and capillary pressure data as functions of
fluid properties, such as component concentration or flow capillary-number, can prove very useful. Because
of the flexibility in the choice of interpolation related parameters and the fact that arbitrary tabular relative
permeability and capillary pressure can be employed, a wide variety of physical effects mentioned above can
be modeled.
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In the following, the general concept of interpolation is discussed taking water relative permeability (k ) as
an example. And the formulation for other saturation functions is given afterwards for reference.


In Figure 1 below, two k  curves labelled A and B exhibit different shape and endpoints (the critical water
saturation S  and irreducible oil saturation S ). Assuming that the


Figure 1: Sketch showing k  interpolation between curve A and B with respect to x


interpolation variable in this case is a component phase mole fraction x and the value of x associated with
curve A and B for k  is  and  (called interpolation parameters and introduced by *DTRAPW), further


assuming that a grid block has a mole fraction x  and x  ∈ [ , ], the k  value of the block is obtained by


the following procedure. First, an interpolation factor  is computed by Equation (1)


(1)


n  in Equation (1) is a curvature exponent (defined by *WCRV) and its effect on the final interpolation result
will be discussed later on. The saturation endpoints of the block are then computed by Equations (2) and (3)


(2)


(3)


The table looking-up saturation and  for curve A and B will need a scaling, or linear transformation, of
the block saturation S ,
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(4)


 


(5)


The relative permeability  and  can be then determined by a straight table look-up via curve A and B
according to and .


Finally, the block’s water relative permeability k  is computed from Equation (6)


(6)


In a similar fashion, the relative permeability of other phases (k  and k ), and capillary pressure values
(P  and P ) of the grid block are calculated from


(7)


 


(8)


 


(9)


 


(10)


The interpolation factors in the above equations are computed from


(11)


In Equation (11), x  is again the block’s current interpolation variable;  and ; are the oil phase


interpolation parameters defined by *DTRAPW on curve A and B; n  and n  are the curvature exponents
defined by *OCRV and *GCRV for oil and gas phase, respectively.


It is worth reiterating that the block saturation endpoints  and  discussed thus far have been
described as a result of weighted averaging of user-entered table values Equations (2) and (3). However, if
endpoints are being altered by one of the endpoint facilities (e.g., *TSOIRW and/or *BSOIRW), such averaging
for  and  should be performed between a pair of endpoint values of the block and each value of
the pair represents the block’s saturation endpoint at a particular interpolation parameter.
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Several observations can be made from the interpolation equations above.


1. k  and P  are nonlinear functions of x  except for curvature exponents of 1.


2. ω  lies between 0 and 1 because x  generally lies between x  and x .


3. x  may lie beyond the set boundary. If x  < x  (or x  > x  when x  > x ), ω  = 0 is enforced; if x  > x , (or


x  < x  when x  > x ), ω  = 1 is enforced.


4. k  (and P ) equals to the value on curve A at x  = x  and to the value on curve B at x  = x  regardless


of curvature exponent n.


5. At any given x , k  and P  edges toward curve A as n increases and toward curve B as n decreases.


This fact can be exploited to achieve certain weighting effect so that interpolation curves will
congregate in desired area.


*INTERP_SCAL and *INTERP_ENDS are mutually exclusive methods for end-point interpolation.
*INTERP_SCAL is the preferred method.


To use *INTERP_SCAL


*INTERP_SCAL *ON is on by default, therefore no data changes are required.


To use *INTERP_ENDS enter the following keywords


*INTERP_SCAL *OFF


*INTERP_ENDS *ON.


To turn off end point interpolation entirely, enter the following keyword


*INTERP_SCAL *OFF


Do not enter *INTERP_ENDS


In this case end point interpolation will not be done. Equations (1) to (5) will not apply and the end points
entered directly for k  and P  for curve A and curve B will be used to calculate  and  for example, and
be used in Equations (6) to (10). The interpolation of curves (not the end points) will still take place, since
that is controlled by keyword *INTCOMP.
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cmgl.ca #FutureOfSimulation


Unconventional Oil & Gas
The industry-leading unconventional reservoir modelling workflow robustly simulates natural and hydraulic fractures,  
multi-component adsorption, geomechanical effects, inter-phase mass transfer, multi-phase diffusion and non-Darcy flow. 


 � Explicit representation of fracture dimensions in grid design,  
non-Darcy flow and velocity-dependent relative permeability effects


 � Import third-party fracture simulation data to generate better fracture  
characterizations, history matches and forecasts


 � Achieve better accuracy around hydraulic fractures with logarithmically  
spaced gridding


 � Parameterize microseismic data to automatically adjust the size and shape of SRV
 � Feature-rich reservoir simulator for modelling primary and advanced EOR  


processes, in all types of unconventional reservoirs
 � Integrate the geomechanical fracture model to design and optimize well completions


Enhanced Oil Recovery (EOR)
GEMTM provides accurate simulation of miscible/immiscible displacement, chemical EOR and non-steam based thermal 
recovery processes to improve and optimize the recovery factor from oil and gas reservoirs. 


 � Use hysteresis, interfacial tension and velocity dependent effects on relative permeability in miscible floods and WAG 
processes


 � Capture the effects of pore blockage and its impact by modelling adsorption of aqueous phase components on a rock 
surface


 � Model the physics of asphaltene-related effects when gas/solvent is injected in the reservoir
 � Estimate molecular diffusion coefficients, via correlation, in the aqueous phase


Chemical EOR (cEOR)
Design and evaluate the effectiveness of chemical additives with GEM’s advanced cEOR features. 


 � Model mobility control by adding polymers, and interfacial tension reduction using surfactants and/or alkalis
 � Study complex effects of foam in the reservoir with the empirical foam model 
 � Capture the interactions between foams and reservoir fluids with more accuracy and versatility
 � Model polymer and surfactant flood recovery mechanisms and the effects associated with geochemical interactions 


between the chemicals and reservoir rock
 � Obtain stoichiometry of chemical equilibrium, dissolution and precipitation ion reactions directly from the reactions


 


Benefits
 � Understand fluid  


property composition  
and behaviour


 � Accurately model 
naturally and 
hydraulically fractured 
reservoirs 


 � Full physics capability 
for modelling foam 
and other cEOR 
processes


 � Troubleshoot 
bottlenecks with 
coupled surface 
network modelling in 
CoFlow-X


 � Capture effects of 
geochemistry and 
clay distribution when 
modelling LSW


 � Model geomechanical 
effect of stress and 
strain to understand 
effects on production


New Features
 � Easily import DFNs and 


display DFN properties 
(All simulators)


 � Specify bi-directional 
permeability gradients 
(All simulators)


 � Capture electrostatic 
effects by modelling 
surface complexation 
reactions


 � Use K-Values 
generated by 
WINPROP (through 
its new interface) to 
calculate aqueous 
solubility


 � Aided input with a CCS 
process wizard


 � Capture pseudo-
mineral dissolution and 
precipitation reactions 


GEM is the world’s leading reservoir simulation software for compositional, chemical and 
unconventional reservoir modelling. 


Model geochemical processes  
and reactions in GEM


 � Unconventional Oil, Gas and Liquids Rich Reservoirs (Shale Gas/Liquids, Tight Oil/Gas, and CBM)
 � Naturally or Hydraulically Fractured Reservoirs
 � Foam and Geochemical EOR
 � Enhanced Oil Recovery (Hydrocarbon and Acid Gas Injection)
 � Gas, Gas Condensate and Volatile Oil
 � Carbon Capture and Storage (CSS)
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Low Salinity Waterflood
Maximize oil recovery and reduce environmental impact with GEM’s accurate simulation of fundamental Low Salinity 
Waterflood (LSW) mechanisms, including ion exchange reactions, geochemistry and wettability alterations.  


 � Confidently forecast production and recovery factor by configuring full-field or hybrid LSW models
 � Model salinity effects for multiple salt components to capture their impact on the overall reservoir performance
 � Use CMOST AI to optimize oil recovery by identifying wells for optimal wettability alteration and sweep efficiency  


Geomechanics 
The rigorous and iteratively-coupled 3D geomechanics module accurately models subsidence, compaction and dilation 
behaviour that occurs during advanced recovery methods.  


 � Model porosity-dependent and solid-component-dependent geomechanical properties
 � Simulate stress-induced phenomena, near wellbore formation collapse and elastic  


or plastic deformation
 � Accurately perform mechanistic 3D compaction and dilation  


modelling to study effect of stress on porosity
 � Properly model fracture initiation and growth to understand  


fracturing mechanisms and impact of stress or strain dynamics
 � Specify a direct relationship between stress and fracture/matrix  


permeability


Coupled Surface Network Modelling


Design and optimize well completions by 
visualizing hydraulic fracture initiation and 
propagation using discrete finite elements.


Dedicated Support
Experienced technical sales & support 
personnel, deliver high-quality, timely 
and personalized customer support


R&D Investment
CMG reinvests 20% annual revenue  
back into R&D, to further innovation  


and drive technology forward


Relevant Training
CMG’s industry renowned reservoir 


software training provides the skills to 
improve productivity and efficiency 


Contact
For more information please 


contact info@cmgl.ca


Superior Software
CMG delivers easy to use 


software that provides the most 
accurate results


CoFlow-X bridges the gap between reservoir simulation 
models and the surface network. By explicitly coupling 
GEM reservoir models to the surface facility model in 
CoFlow, companies will achieve faster and more efficient 
network optimization. 


 � Couple any number of GEM reservoir models to the surface network, without any model conversion
 � Troubleshoot bottlenecks in the entire reservoir and surface network system with coupled system modelling
 � Leverage CMOST AI to apply iterative decision-based workflows to the integrated modelling workflow 


Carbon Capture & Storage (CCS)
Simulate the long-term effects of carbon dioxide (CO2) injections into a geological formation or a saline aquifer thereby 
helping determine the viability of the CCS project.


 � Increase accuracy by including gas trapping effects due to hysteresis, water phase density and viscosity alteration due to 
solubility and salinity change, mineral precipitation and dissolution mechanisms 


 � Water vaporization model reformulated for two-phase hydrocarbon systems to allow for increased accuracy
 � Improve CCS model reliability by including complete aqueous phase chemical equilibrium calculations


Performance Enhancement Technologies (PET)
CMG’s focus on all aspects of simulator performance maximizes hardware potential and provides software that runs large, 
complex simulation jobs in the shortest amount of time.


 � CMG Cloud (Public & Private) meets on-demand needs, improves project delivery, improves hardware efficiency and uses 
the latest CMG software releases


 � Parallelization of the relative permeability calculations improves large model run time 
 � Maximize productivity by quickly loading results of large models using the standardized and compressed SR3 files
 � Achieve reduced run-time and solver iterations with CMG’s combinative solver
 � Apply Dynamic Grid (DynaGrid) amalgamation to significantly speed up simulation models, while maintaining accuracy in 


important regions of the reservoir








Model Domain Grid Description:  


A 313 mi2 SEM centered on the Cleco Diamond Vault Project site was used to assess potential CO2 
storage and estimate the extent of the CO2 plume. To address cell count and simulation speed, a smaller 
60 mi2 grid with lateral dimensions of 7.5 mile by 8 mile was used which encases the entirety of the 
plume and pressure front for the intended injection period. The grid size is variable with an average of 10 
ft layers in the injection zone and 12 ft layers in the confining unit.  


The SEM is subdivided into four internal zones based on observed responses seen in gamma ray, 
spontaneous potential (SP), and resistivity logs. These zones include the Cane River (confining unit), 
Carrizo, Wilcox 1, and Wilcox 2 (injection intervals) as shown in Figure 1 and Table 1. The reservoir 
quality of the zones indicates the highest quality sands in Carrizo, respectively lower-net fluvial sands in 
the Wilcox 1, and higher net fluvial sand abundance in the Wilcox 2.  


  
Bentley Lumber-3 


SSTVD 


Distances/Depths shown in 
Feet 


 


MDvClay Sp
 Resistivity 


 
Figure 1: Model Zones and corresponding vClay, Sp, and Resistivity logs. Cane River acts as the 
confining unit, with Carrizo, Wilcox 1 and Wilcox 2 targeted for injection. Cleco property outline 
shown at center of the grid.  


Zone Classification Average Depth 
(TVDss, feet) 


Average Thickness 
(feet) 


Cane River Confining Unit -3522 347 


Carrizo Secondary Injection -3864 153 


Wilcox 1 Primary Injection -4012 1380 


Wilcox 2 Primary Injection -5402 2129 
 Table 1: Summary of modeled zone classifications, depths, and thicknesses. 


SSTVD Injection Well 


N 







 
 For the purpose of this submission, the model is being provided as a Generic Simulation Grid (gsg) 
containing the properties shown below: 


 





		Model Domain Grid Description:
















AoR Delineation 


2.3.1 Critical Pressure Calculations 


Thornhill et al. (1982) defined the AoR as “the area around an injection well where, during 


injection, the [hydraulic] head of the formation fluid in the injection zone is equal to or greater 


than the hydraulic head of USDWs.” In relation to the USDWs, the pressure increase threshold 


in the injection reservoir(∆Pif) can be determined by:  


 


 


∆Pif = Pu + ρi*g*(zu – zi) – Pi 


 


where Pu is the initial fluid pressure in the USDW, ρi is the injection zone fluid density, g is the 


acceleration due to gravity, zu is the representative elevation of the USDW, zi is the 


representative elevation of the injection zone, and Pi is the initial pressure in the injection zone. 


Using the aforementioned equation and the input parameters in Table 2-1, the pressure increase 


threshold is calculated to be 110 psi. It is worth noting that the main assumption for this equation 


is the injection borehole is perforated only within the injection zone and the USDW.  


  


Input Parameters Units Value 


Initial fluid pressure in the USDW (Pu)  psi  433  


Injection zone fluid density (pi)  lb/ft3  66  


acceleration due to gravity (g)  ft/s2  32  


USDW depth (zu)  ft  1,000  


Injection zone depth (zi)  ft  4,054.7 


Initial pressure in the injection zone (Pi)  psi  1,885  


Table 2-1: Input data used for critical pressure calculation. 


2.3.2 AoR Delineation 


Based on the threshold above, the AoR has been defined as the boundary of reservoir pressure 


buildup that is larger than 110 psi at the end of 12 years of injection. This has been selected due 


to the fact that there is more than one well injecting at the same time, thus it would be 


challenging to differentiate a single well pressure front and/or AoR. The total pressure front from 


which this AoR is derived is the result of the base case DRM and is used to help guide the 


corrective action for this site.   
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A New Two-Constant Equation of State


Ding-Yu Peng and Donald B. Robinson*


Department of Chemical Engineering, University of Alberta, Edmonton, Alberta, Canada


The development of a new two-constant equation of state in which the attractive pressure term of the semiem-
pirical van der Waals equation has been modified is outlined. Examples of the use of the equation for predicting
the vapor pressure and volumetric behavior of single-component systems, and the phase behavior and volu-
metric behavior of binary, ternary, and multicomponent systems are given. The proposed equation combines
simplicity and accuracy. It performs as well as or better than the Soave-Redlich-Kwong equation in all cases
tested and shows its greatest advantages in the prediction of liquid phase densities.


Introduction
Ever since the appearance of the van der Waals equation


in 1873 (van der Waals, 1873), many authors have proposed
variations in the semiempirical relationship. One of the
most successful modifications was that made by Redlich
and Kwong (1949). Since that time, numerous modified Re-
dlich-Kwong (RK) equations have been proposed (Redlich
and Dunlop, 1963; Chueh and Prausnitz, 1967; Wilson,
1969; Zudkvitch and Joffe, 1970; and others). Some have
introduced deviation functions to fit pure substance PVT
data while others have improved the equation’s capability
for vapor-liquid equilibrium (VLE) predictions. A review
of some of the modified RK equations has been presented
(Tsonopoulos and Prausnitz, 1969). One of the more recent
modifications of the RK equation is that proposed by
Soave (1972). The Soave-Redlich-Kwong (SRK) equation
has rapidly gained acceptance by the hydrocarbon process-
ing industry because of the relative simplicity of the equa-
tion itself as compared with the more complicated BWRS
equation (Starling and Powers, 1970; Lin et al., 1972) and
because of its capability for generating reasonably accurate
equilibrium ratios in VLE calculations.


However, there still are some shortcomings which the
SRK equation and the original RK equation have in com-
mon. The most evident is the failure to generate satisfacto-
ry density values for the liquid even though the calculated
vapor densities are generally acceptable. This fact is illus-
trated in Figure 1 which shows the comparison of the spe-
cific volumes of n-butane in its saturated states. The litera-
ture values used for the comparison were taken from Star-
ling (1973). It can be seen that the SRK equation always
predicts specific volumes for the liquid which are greater
than the literature values and the deviation increases from
about 7% at reduced temperatures below 0.65 to about 27%
when the critical point is approached. Similar results have
been obtained for other hydrocarbons larger than methane.
For small molecules like nitrogen and methane the devia-
tions are smaller.


Although one cannot expect a two-constant equation of
state to give reliable predictions for all of the thermody-
namic properties, the demand for more accurate predic-
tions of the volumetric behavior of the coexisting phases in
VLE calculations has prompted the present investigation
into the possibility that a new simple equation might exist
which would give better results than the SRK equation. In
this paper, an equation is presented which gives improved
liquid density values as well as accurate vapor pressures
and equilibrium ratios.


Formulation of the Equation
Semiempirical equations of state generally express pres-


sure as the sum of two terms, a repulsion pressure Pr and
an attraction pressure Pa as follows


P = Pr + Pa (1)


The equations of van der Waals (1873), Redlich and Kwong
(1949), and Soave (1972) are examples and all have the re-


pulsion pressure expressed by the van der Waals hard
sphere equation, that is


Pr =
RT


  — b
(2)


The attraction pressure can be expressed as


Pa = -


a


g(v)
(3)


where g(u) is a function of the molar volume   and the con-
stant b which is related to the size of the hard spheres. The
parameter a can be regarded as a measure of the intermo-
lecular attraction force. Applying eq 1 at the critical point
where the first and second derivatives of pressure with re-


spect to volume vanish one can obtain expressions for a
and b at the critical point in terms of the critical proper-
ties. While b is usually treated as temperature indepen-
dent, a is constant only in van der Waals equation. For the
RK equation and the SRK equation, dimensionless scaling
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Figure 1. Comparison of predicted molar volumes for saturated
n-butane.


factors are used to describe the temperature dependence of
the energy parameter.


A study of the semiempirical equations having the form
of eq 1 indicates that by choosing a suitable function for
g(u), the predicted critical compressibility factor can be
made to approach a more realistic value. The applicability
of the equation at very high pressures is affected by the
magnitude of b/vc where i>c is the predicted critical volume.
Furthermore, by comparing the original RK equation and
the SRK equation, it is evident that treating the dimen-
sionless scaling factor for the energy parameter as a func-
tion of acentric factor in addition to reduced temperature
has significantly improved the prediction of vapor pres-
sures for pure substances and consequently the equilibrium
ratios for mixtures.


We propose an equation of the form


p _


RT a(T)
  — b  (  + b) + b(u — b)


Equation 4 can be rewritten as


(4)


Z3 - (1 - 5)Z2 + (A - 352 - 2B)Z - (A5 - 52 - 53) = 0
(5)


where


A=^_
R2T2


hP
RT


(6)


(7)


(8)


At temperatures other than the critical, we let


a(T) = a{Tc) · a(Tr,  ) (12)


b(T) = b(Tc) (13)


where a(Tr,  ) is a dimensionless function of reduced tem-
perature and acentric factor and equals unity at the critical
temperature. Equation 12 was also used by Soave (1972)
for his modified RK equation.


Applying the thermodynamic relationship


(14)


to eq 4, the following expression for the fugacity of a pure
component can be derived


1 - In (Z - 6) -


2V25
In


/Z + 2,4145 \


\Z - 0.4145/ (15)


The functional form of  (  ,  ) was determined by using
the literature vapor pressure values (Reamer et al., 1942;
Rossini et al., 1953; Reamer and Sage, 1957; Starling, 1973)
and Newton’s method to search for the values of a to be
used in eq 5 and 15 such that the equilibrium condition


/L = fv (16)


is satisfied along the vapor pressure curve. With a conver-


gence criterion of |/L — /v| < 10~4 kPa about two to four it-
erations were required to obtain a value for a at each tem-
perature.


For all substances examined the relationship between a


and Tr can be linearized by the following equation
a112 = 1 + k(1 - TrV2) (17)


where   is a constant characteristic of each substance. As
shown in Figure 2, these constants have been correlated
against the acentric factors. The resulting equation is


  = 0.37464 + 1.54226  - 0.26992 2 (18)


It is interesting to note that eq 17 is similar to that ob-
tained by Soave (1972) for the SRK equation although eq
17 is arrived at for each substance using vapor pressure
data from the normal boiling point to the critical point
whereas Soave used only the critical point and the calculat-
ed vapor pressure at Tv = 0.7 based on the value of acentric
factor.


The fugacity coefficient of component k in a mixture can


be calculated from the following equation


In = — (Z — 1) — In (Z — 5)--^=-xkPb 2V25
/2 ,· ,· ¡k


_


bk\ /Z + 2.4145X
V o b /


  \Z - 0.4145/
Z + 2.41451


(19)


The mixture parameters used in eq 5 and 19 are defined by
the mixing rules


Equation 5 yields one or three roots depending upon the
number of phases in the system. In the two-phase region,
the largest root is for the compressibility factor of the
vapor while the smallest positive root corresponds to that
of the liquid.


Applying eq 4 at the critical point we have


R2T 2


a(Tc) =


0.45724—^2- (9)


b(Tc) = 0.07780 ~~ (10)


Zc = 0.307 (11)


a = í_1>..x;a (20)
' j


b = I>A (2D


where


ai, = (1-¿¿>;1/V/2 (22)


In eq 22 6,y is an empirically determined binary interac-
tion coefficient characterizing the binary formed by com-


ponent i and component j. Equation 22 has been used pre-
viously by Zudkevitch and Joffe (1970) for their modified
RK equation in calculating vapor-liquid equilibrium ratios.
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Table I. Comparison of Vapor Pressure Predictions


Absolute error, psia Relative error, %


No. of AAO
Sub- data--


BIAS RMS AAD BIAS RMS


stance points SRK Eq 4 SRK Eq 4 SRK


c, 28 3.08 1.82 2.82 1.72 4.31
c2 27 1.12 0.58 0.87 —0.58 1.38
C3 31 2.68 1.09 2.66 1.06 3.37
|-C4 27 1.83 0.54 1.78 0.50 2.33
n-C4 28 1.45 0.50 1.38 0.03 2.05
i-Cs 15 0.64 0.95 0.22 -0.95 0.86
n-C, 30 1.65 0.69 1.56 0.28 2.26
n-C6 29 2.86 1.69 2.81 1.53 3.97
n-C, 18 2.29 1.34 2.29 1.30 3.24
n-C8 16 2.61 1.55 2.61 1.54 3.30
N, 17 0.74 0.38 0.60 -0.10 1.07
C02 30 2.77 1.95 2.73 -0.82 3.87
h2s 30 1.68 1.18 1.57 —0.53 2.52


Figure 2. Relationship between characterization constants and ac-
entric factors.


In this study 5,; ’s were determined using experimental bi-
nary VLB data. The value of obtained for each binary
was the one that gave a minimum deviation in the predict-
ed bubble point pressures. The importance of the interac-
tion coefficient is illustrated in Figure 3 for the binary sys-
tem isobutane-carbon dioxide (Besserer and Robinson,
1973). It can be seen that the use of an interaction coeffi-
cient has greatly improved the predictions.


The enthalpy departure of a fluid which follows eq 4 is
given by


Eq 4 SRK Eq 4 SRK Eq 4 SRK Eq 4


2.83 1.44 0.66 0.47 0.38 1.57 0.77
0.65 0.70 0.34 -0.10 —0.34 0.95 0.38
1.47 0.98 0.36 0.87 0.31 1.10 0.42
0.71 1.06 0.32 0.82 0.16 1.18 0.34
0.62 0.75 0.37 0.47 -0.22 0.86 0.42
1.48 0.46 0.54 0.17 —0.53 0.49 0.60
0.95 0.92 0.58 0.50 -0.29 1.02 0.66
2.65 1.55 0.90 1.31 0.37 1.75 1.06
2.02 1.51 0.79 1.48 0.63 1.88 1.04
2.08 1.99 1.04 1.97 1.02 2.24 1.26
0.48 0.56 0.31 0.00 -0.02 0.75 0.37
2.44 0.53 0.62 0.50 —0.49 0.63 0.71
1.42 0.66 0.96 0.34 0.42 1.00 1.48


Figure 3. Pressure-equilibrium phase composition diagram for
isobutane-carbon dioxide system.


da
T—~ — a


dT Z + 2.44B \
  - H* = RT(Z - 1) +-7=—In -- (23)2V2b \Z - 0.414B/


This is obtained by substituting eq 4 into the thermody-
namic equation


H-H* =RT(Z- 1) + ^ | T(S) ~P]du (24)


Comparisons
Since two-constant equations of state have their own


purposes we do not compare the equation obtained in this
study with the more complicated BWR (Benedict et al.,
1940) or BWRS equations although in some circumstances
these may give more accurate predictions at the expense of
more computer time and computer storage space. The fol-
lowing comparisons are intended to show that in regions
where engineering calculations are most frequently encoun-


tered better results can usually be obtained with the equa-
tion presented in this study than with the SRK equation.
The symbols AAD, BIAS, and RMS are used to denote re-


spectively the average absolute deviation, the bias, and the


root-mean-square deviation
N
  |d,-I


AAD = (25)


N
  di


BIAS = (26)N
N
  d,-2


RMS = —- (27)N
where the d¿ are the errors (either absolute or relative) and
N is the number of data points.


Pure Substances
Vapor Pressures. Both the SRK equation and eq 4 are


designed with a view to reproduce accurately the vapor
pressures of pure nonpolar substances. Nevertheless eq 4
gives better agreement between calculated vapor pressures
and published experimental values. A comparison of the
predictions is presented in Table I for ten paraffins and
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Table II. Comparison of Enthalpy Departure Predictions


Error, BTU/lb
7'01 m „ AAD BIAS RMSdata Temperature Pressure--- -


Substance points Reference range, °F range, psia SRK Eq 4 SRK Eq 4 SRK Eq 4


Nitrogen 48 (Mage, 1963) —250-50 200-2000 0.57 1.13 0.24 -0.58 0.80 1.25
Methane 35 (Jones, 1963) -250-50 250-2000 2.58 1.97 -1.13 -0.78 3.58 2.52
n-Pentane 160 (Lenoir, 1970) 75-700 200-1400 1.43 1.18 0.78 0.25 1.82 1.61
n-Octane 70 (Lenoir, 1970) 75-600 200-1400 2.47 2.43 2.18 2.36 3.36 3.16
Cyclohexane 113 (Lenoir, 1971) 300-680 200-1400 2.83 2.48 2.16 1.75 3.60 3.26


Table III. Compressibility Factor of the n-Butane—Carbon Dioxide System (Data by Olds et al., 1949)
Mole fraction n-Butane


Temp, Pressure,
0.9 0.5 0.1


°F psia SRK Eq 4 Expt SRK Eq 4 Expt SRK Eq 4 Expt
100 600 0.170 0.151 0.158 — 0.743 0.722 0.740


1000 0.279 0.248 0.260 0.242 0.215 0.218 —


2000 0.542 0.482 0.510 0.452 0.404 0.418 0.374 0.339 0.325
3000 0.793 0.707 0.753 0.649 0.580 0.610 0.505 0.455 0.454
4000 1.037 0.926 0.989 0.838 0.750 0.794 0.631 0.568 0.580


280 600 0.804 0.782 0.798 0.924 0.908 0.918
1000 0.320 0.289 0.274 0.665 0.638 0.644 0.876 0.852 0.862
2000 0.536 0.482 0.489 0.584 0.545 0.525 0.786 0.750 0.744
3000 0.740 0.665 0.694 0.702 0.645 0.642 0.766 0.722 0.699
4000 0.934 0.840 0.888 0.838 0.765 0.782 0.801 0.749 0.727


460 600 0.830 0.804 0.818 0.928 0.910 0.920 0.976 0.965 0.968
1000 0.730 0.696 0.694 0.889 0.862 0.870 0.964 0.946 0.948
2000 0.690 0.643 0.627 0.843 0.803 0.796 0.947 0.915 0.912
3000 0.808 0.744 0.746 0.871 0.822 0.806 0.949 0.908 0.898
4000 0.950 0.869 0.895 0.942 0.881 0.877 0.969 0.921 0.906


three commonly encountered nonhydrocarbons. It can be
seen that the absolute errors are greatly reduced using eq 4
for all substances except isopentane. The slightly larger
overall relative errors shown for carbon dioxide and hydro-
gen sulfide resulted from the higher percentage errors at
the lower pressure regions. The consistently larger devia-
tion shown by eq 4 for isopentane could be due to errors in
the experimental results in the high-temperature region
where differences between the predicted and experimental
values as large as 4 psi (equivalent to 1%) occurred.


Densities. Generally, saturated liquid density values cal-
culated from the SRK equation are lower than literature
values. This is true except for small molecules like nitrogen
and methane at very low temperatures where the predicted
values are slightly higher. Equation 4 predicts saturated
liquid densities which are higher at low temperatures and
lower at high temperatures than the experimental values.
As an example, the prediction for n-butane is presented in
Figure 1. The fact that eq 4 gives a universal critical com-


pressibility factor of 0.307 as compared with SRK’s 0.333
has improved the predictions in the critical region.


The specific volumes of saturated vapors have also been
compared. The results for n-butane are included in Figure
1. It can be seen that both equations yield acceptable
values except that in the critical region better results have
been obtained with eq 4. The improvement is more evident
for large molecules although both equations work well for
small molecules.


Enthalpy Departures. Experimental values of enthalpy
departures for five pure substances have been used to com-


pare with the values calculated from the SRK equation and
from eq 4. The results are presented in Table II. It is fair to
say that both equations generate enthalpy values of about
the same reliability.


Mixtures


PVT Calculations. In order to illustrate the usefulness
of eq 4 for predicting the volumetric behavior of binary
mixtures in the single phase region, the n -butane-carbon
dioxide system studied by Olds and co-workers (1949) was


selected for comparison. For the SRK equation and eq 4
the interaction coefficients for this binary were 0.135 and
0.130, respectively. The compressibility factors at three
temperatures and five pressures for three compositions are


presented in Table III. The improvement resulting from eq
4 is evident.


VLE Calculations. One of the advantages of using sim-
ple two-constant equations of state is the relative simplici-
ty with which they may be used to perform VLE calcula-
tions. Multi-constant equations of state, for example the
BWRS equation, require the use of iteration procedures to
solve for the densities of the coexisting phases while simple
equations like the SRK equation and eq 4 can be reduced
to cubic equations similar to eq 5 and the roots can be ob-
tained analytically.


Vapor-liquid equilibrium conditions for a number of
paraffin-paraffin binaries were predicted using eq 4. It was


found that the optimum binary interaction coefficients
were negligibly small for components with moderate differ-
ences in molecular size. However, systems involving compo-
nents having relatively large differences in molecular size
required the use of a nontrivial interaction coefficient in
order to get good agreement between predicted and experi-
mental bubble point pressures.


As an example of the use of eq 4 to predict the phase be-
havior of a ternary paraffin hydrocarbon system, the data
of Wichterle and Kobayashi (1972) on the methane-eth-
ane-propane system were compared to predicted values. As
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Figure 4. Comparison of equilibrium ratios for methane-ethane-
propane system at —75°F. Figure 5. Comparison of equilibrium ratios for Yarborough mix-


ture no. 8 at 200°F.


indicated in Figure 4, agreement was excellent. No interac-
tion coefficients were used.


In a previous study (Peng et al., 1974), the binary inter-
action coefficients required for use with the SRK equation
were determined and used to predict the phase and volu-
metric behavior of selected systems used in a study by Yar-
borough (1972). Good agreement was obtained between the
predicted equilibrium ratios and the experimental values.
In this study these systems have been tested using eq 4 and
good results have also been obtained. The equilibrium ra-


tios for a mixture containing only paraffins are shown in
Figure 5. The volumetric behavior of this mixture is pre-
sented in Figure 6. Although both the SRK equation and
eq 4 generate reliable equilibrium ratios, the new equation
predicts much more accurate volumetric behavior. A paper
concerning the binary interaction coefficients required for
use in eq 4 for systems involving nonhydrocarbons is cur-


rently in preparation.


Conclusions


By modifying the attraction pressure term of the semi-
empirical van der Waals equation a new equation of state
has been obtained. This equation can be used to accurately
predict the vapor pressures of pure substances and equilib-
rium ratios of mixtures.


While the new equation offers the same simplicity as the
SRK equation and although both equations predict vapor
densities and enthalpy values with reasonable accuracy,
more accurate liquid density values can be obtained with
the new equation. In regions where engineering calculations
are frequently required the new equation gives better
agreement between predictions and experimental PVT
data.


Since two-constant equations have their inherent limita-
tions, and the equation obtained in this study is no excep-
tion, the justification for the new equation is the compro-
mise of its simplicity and accuracy.


Figure 6. Volumetric behavior of Yarborough mixture no. 8 at
200°F.
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Nomenclature
A = constant defined by eq 6
a = attraction parameter
B = constant defined by eq 7
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b = van der Waals covolume
f = fugacity
  = enthalpy
P = pressure
R = gas constant
T = absolute temperature
  = molar volume
x = mole fraction
Z = compressibility factor
Greek Letters
a = scaling factor defined by eq 12
8 = interaction coefficient
  = characteristic constant in eq 17
  = acentric factor


Superscripts
L = liquid phase
V = vapor phase
* = ideal gas state


Subscripts
A = attraction
c = critical property
R = repulsion
r = reduced property
i, j, k = component identifications
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Creation and Survival of Secondary Crystal Nuclei. The Potassium
Sulfate-Water System


Alan D. Randolph* and Subhas K. Slkdar


Department of Chemical Engineering, University of Arizona, Tucson, Arizona 85721


Formation of secondary nuclei of K2S04 was observed in a continuous flow, mixed-magma crystallizer by
counting particles in the crystal effluent with a Coulter Counter. Spontaneous birth of secondary nuclei occurs
over at least the 1-5 pm size range. Only a fraction of originally formed nuclei survive to populate the larger
size ranges. The fraction of such surviving nuclei increases with the supersaturation level in the growing envi-
ronment. The number of originally formed nuclei depends on stirrer RPM, supersaturation, and the fourth mo-
ment of the parent crystal size distribution.


Introduction
In the past several years there has been an increasing


recognition of the importance of secondary nucleation as


grain source in typical crystallizers of the mixed-magma
type. The so-called MSMPR crystallizer with its simple
distribution form (Randolph and Larson, 1971) provided a


means of quantitatively measuring the effective nucleation
rate under realistic mixed-magma conditions. This led to
the correlation of such nucleation data in simple power-law
forms of the type


B° = &n(T, RPMWt-'s1 (Class I System) (la)
or


B° = fcN(T, RPM)MtjG‘ (Class II System) (lb)


The dependence of these kinetics on agitation level and sol-
ids concentration together with a low-order supersatura-
tion dependence confirm a secondary mechanism which is
at variance with homogeneous nucleation theory.


Clontz and McCabe (1971) conducted a now-classical ex-


periment in which they demonstrated that nuclei could be
generated in a slightly supersaturated solution by low ener-


gy metal/crystal or crystal/crystal contacts. No visible
damage to the contacting crystals could be determined
even after continued secondary nuclei breeding in the ex-


periment. Ottens and de Jong (1973) and Bennett et al.
(1973) take the contact nucleation mechanisms detailed by
McCabe and hueristically derive the form of power-law ki-
netics to be expected in a mixed-magma crystallizer. These
formulations were supported with additional MSMPR
data.
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Porosity and Permeability 


The geology of the injection interval is characterized based on depositional environments and 


subsequent controls on sand-quality distribution and implied flow geometries. EODs were 


determined using paleogeographic information and well log analysis of 17 wells located within 


the SEM boundary.  


EODs were defined on a zone-by-zone basis and incorporated into the model as channel-shaped 


objects for the fluvial deposition within the Wilcox 1 and Wilcox 2 formations. These objects 


provided a way to constrain facies distribution throughout the model, where environmental 


controls on the deposition of clean sand and shale components could be represented. As is shown 


in the results of the dynamic reservoir model (Figure 2-9), a strong north-south trend occurs in 


the plume for injection into the fluvial EOD influenced Wilcox 2 zone.  


The facies used were defined with a clay fraction (vClay) log to separate the rock into three main 


types: clean sand, silty sand, silt, and shale, and compared to the resulting distribution of log 


porosity.  The final vClay ranges used to determine facies type resulted in each facies having a 


unique normal or skewed-normal distribution of porosity values (Figure 2-8). These porosity 


ranges were utilized during the porosity property modeling process.   


The facies themselves were distributed in the model using log-specified proportions within each 


EOD (Table 2-1).  Notably, the channel axis EODs in the Wilcox 1 and Wilcox 2 zones contain 


the highest proportions of clean sands, while the Flood Plains contain only silt and shale.  The 


Cane River, which serves as the caprock, is comprised almost entirely of shale.  


 


Figure 2-8: Histograms of log porosity ranges by facies type showing correlative distributions for 


the clean sand, silty sand, silt, and shale facies. 


 







Facies by EOD 


Cane 


River 


Marine 


Carrizo 


Marginal 


Marine 


Wilcox 1 


Fluvial 


Wilcox 2 


Fluvial 


Axis 
Of-


Axis 


Flood 


Plain 
Axis 


Of-


Axis 


Flood 


Plain 


Clean Sand   -  65 45  5 - 65 15 - 


Silty Sand -  20  30 25 - 20 20 - 


Silt 5  10  15 35 20 10 30 20 


Shale  95  5 10 35 80 5 35 80 


Table 2-1: Proportions (percent) of each facies type assigned by zone and depositional environment. 


The resulting porosity property (Figure 2-9a) was used as a direct input into the permeability 


property (Figure 2-9b), which was calculated in millidarcies (mD) using porosity-permeability 


transform functions derived from the Dutton & Loucks (2014) report on Reservoir Quality and 


Porosity-Permeability Trends in Onshore Wilcox Sandstones, Texas, and Louisiana Gulf Coast 


in the Gulf Coast Association of Geological Societies Journal. The porosity-permeability 


transforms are regionally derived parameters until site specific data are acquired at the STW 


(Figure 2-10). The porosity-permeability functions were applied based on facies type, where 


each facies had a unique transform.  


Results of the property models matches well log data (Figure 2-11) and reflect EOD-controlled 


anisotropy within the Wilcox 1 and Wilcox 2 zones, with strong north-south/northeast-southwest 


trends. The Carrizo shows a more east-west trended anisotropy, though the interpreted 


depositional environment provides less control on this directionality than that of the Wilcoxes. 


Results of simulation for the injection well are described in detail in Section 2.2.  


 







 


 


Figure 2-9: Final (a) porosity and (b) permeability properties showing the effect of depositional 


constraints on spatial property distribution within the 3D geocellular model. 







 


Figure 2-10: Porosity-Permeability cross-plot colored by facies showing the utilization of four different 


transforms applied by facies type. 







 


Figure 2-11: Logs at the Bentley Lumber-3 well showing (left to right) vClay, stratigraphic zone, 


EOD, Facies, porosity, and permeability. There is a match between the model (blocky colors) and 


the log (black dashed line) for upscaled porosity and calculated permeability. 


 








Porosity and Permeability 


The geology of the injection interval is characterized based on depositional environments and 


subsequent controls on sand-quality distribution and implied flow geometries. EODs were 


determined using paleogeographic information and well log analysis of 17 wells located within 


the SEM boundary.  


EODs were defined on a zone-by-zone basis and incorporated into the model as channel-shaped 


objects for the fluvial deposition within the Wilcox 1 and Wilcox 2 formations. These objects 
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Figure 2-8: Histograms of log porosity ranges by facies type showing correlative distributions for 


the clean sand, silty sand, silt, and shale facies. 
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Flood 
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Clean Sand   -  65 45  5 - 65 15 - 


Silty Sand -  20  30 25 - 20 20 - 


Silt 5  10  15 35 20 10 30 20 


Shale  95  5 10 35 80 5 35 80 


Table 2-1: Proportions (percent) of each facies type assigned by zone and depositional environment. 


The resulting porosity property (Figure 2-9a) was used as a direct input into the permeability 


property (Figure 2-9b), which was calculated in millidarcies (mD) using porosity-permeability 


transform functions derived from the Dutton & Loucks (2014) report on Reservoir Quality and 


Porosity-Permeability Trends in Onshore Wilcox Sandstones, Texas, and Louisiana Gulf Coast 


in the Gulf Coast Association of Geological Societies Journal. The porosity-permeability 


transforms are regionally derived parameters until site specific data are acquired at the STW 


(Figure 2-10). The porosity-permeability functions were applied based on facies type, where 


each facies had a unique transform.  


Results of the property models matches well log data (Figure 2-11) and reflect EOD-controlled 


anisotropy within the Wilcox 1 and Wilcox 2 zones, with strong north-south/northeast-southwest 


trends. The Carrizo shows a more east-west trended anisotropy, though the interpreted 


depositional environment provides less control on this directionality than that of the Wilcoxes. 


Results of simulation for the injection well are described in detail in Section 2.2.  


 







 


 


Figure 2-9: Final (a) porosity and (b) permeability properties showing the effect of depositional 


constraints on spatial property distribution within the 3D geocellular model. 







 


Figure 2-10: Porosity-Permeability cross-plot colored by facies showing the utilization of four different 


transforms applied by facies type. 







 


Figure 2-11: Logs at the Bentley Lumber-3 well showing (left to right) vClay, stratigraphic zone, 


EOD, Facies, porosity, and permeability. There is a match between the model (blocky colors) and 


the log (black dashed line) for upscaled porosity and calculated permeability. 
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Figure 2-3: Depositional facies for fluvial-dominated deltas and their three main components: 


Flood Plain, Channel Axis, and Off-Axis Channel. 


 


The Channel Axis facies is characterized by a low clay content volume and thick, clean sand 


packages, while the Off-Axis Channel facies has a relatively higher clay volume with thinner, 


interbedded sand packages. The last depositional facies described, the Flood Plain, is 


characterized by a high clay volume and can vary in thickness. As shown in Figure 2-4, the 


Wilcox 2 contains a larger proportion of the Channel Axis facies than the Wilcox 1. This is a 


result of more sediment influx and prominent channels of the paleo-Holly Springs Delta present 


during deposition of the Wilcox 2, and the decline of this depocenter during deposition of the 


Wilcox 1 (Galloway et al., 2011; Milliken et al., 2018; Snedden et al., 2018).  


 







 


Figure 2-4: Example of interpreted depositional facies for the caprock and reservoir zones at the 


Cleco Diamond Vault site location for the Bentley Lumber-1 and Bentley Lumber-21 wells. 
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Thermal Option in GEM
This section describes the development of an energy equation to calculate temperature distribution in the
reservoir for the compositional processes where reservoir temperature could change with time, for instance
when the injected fluid is at a different temperature than the one prevailing in the reservoir. The equations
to be solved are:


Volume constraint equation: the volume of fluids must equal the pore volume.


Component flow equations: material balance equations for oil, gas and water components.


Energy balance equation including convection, conduction and heat losses.


Phase equilibrium equations.


The volume constraint, component flow and phase equilibrium equations are described in Appendix A. Here
we focus on the energy balance equation and related aspects.


Energy Balance Equation


To calculate the temperature distribution for the thermal cases, the following energy balance equation is
added to the equation set.


(E1.1)


where


c = heat capacity of rock


H = molar enthalpy of Phase k(k = o,g,w)


S = saturation of Phase k(k = o,g,w)


Q = heat loss rate to the (over/underburden) surroundings


T = temperature


ϕ = Porosity (0 = initial; n+1 = current timestep; n = previous timestep)


U = H  - p/p ; molar internal energy of Phase k


= Rock mass density


R


k


k


loss


k k k



file:///C:/Program%20Files%20(x86)/CMG/Manuals/2022.30/GEM/Content/GEM/Appendix%20A/TOC_AppendixA.htm#top





5/18/23, 11:01 AM Thermal Option in GEM


file:///C:/Program Files (x86)/CMG/Manuals/2022.30/GEM/Default.htm#GEM/Appendix E/E1_ThermalOptionInGem.htm?Highlight=thermal conductivity 2/5


τ = total thermal conductivity of rock and fluids


Equation (E1.1) is an energy balance equation involving convection, conduction and heat losses to the
surroundings.


Enthalpy Calculations


The enthalpy of the water phase is calculated from a look-up of the steam table. The oil and gas enthalpies
are calculated from an EOS as follows.


The excess enthalpy for a fluid, which is the difference of the enthalpy at p and T and the ideal gas enthalpy
at zero pressure and T, can be calculated from an EOS:


(E1.2)


where


R = universal gas constant


v = molar volume


Z = compressibility factor


The above quantity is also referred to as enthalpy departure. Using Equation (E1.2), the following equation
can be derived to calculate enthalpy departure for the SRK or PR EOS:


(E1.3)


where


δ  = 1 - ;  δ  = 1 +   for the PR EOS, and


δ  = 0;  δ  = 1  for the SRK EOS


and a and b are EOS parameters.


The API Technical Data Book - Petroleum Refining V. 2 (1983) provides polynomials for estimating pure
component enthalpies,  in the form:


(E1.4)


where a  are the polynomial coefficients for Component i. Knowing ΔH  and H , the enthalpy H and the


internal energy can be calculated from:


c


1 2


1 2


ji E *
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U  = H  - pv  = H  - p / ρ (E1.5)


Calculation of Enthalpies for Pseudo Components


Kesler and Lee (1976) provide the following correlation for calculating ideal gas heat capacities for heavy-
fraction pseudo components from their specific gravity and normal boiling point:


(E1.6)


where ρ' is the specific gravity, T  is the normal boiling point in °R, K  is the Watson characterization
factor given by:


(E1.7)


and


(E1.8)


The ideal gas enthalpy is then obtained by integrating c  in Equation (E1.6), i.e.


(E1.9)


Note that Equation (E1.6) is of the form


(E1.10)


and therefore  in Equation (E1.10) is of the form


(E1.11)


Equation (E1.11) is similar to Equation (E1.4) with a  = a  = a .


Heat Loss Calculation


k k k k k


b uop


p


0i 4i 5i
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The heat loss to the overburden and underburden is calculated using the method of Vinsome and
Westerveld (1980). They assumed a temperature profile in the overburden and underburden of the form:


T(t,z) = (θ - θ  + b  z + b  z ) exp(- z / d) + θ ) (E1.12)


where


T(t,z = over/underburden temperature at time t at a distance z from the reservoir boundary


b , b = time-dependent parameters


d = thermal diffusion length


θ = temperature in the boundary grid block


θ = initial temperature in boundary grid block


The diffusion length is taken as:


(E1.13)


where η is the thermal diffusivity


(E1.14)


and where


c = rock heat capacity


= mass density of rock


κ = rock thermal conductivity


Vinsome and Westerveld (1980) derived the following expression for b  and b  and the heat loss rate:


(E1.15)


(E1.16)


(E1.17)


0
1 2


2 0


1 2
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R
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(E1.18)


where A is the cross-sectional area for heat loss to the overburden/underburden.


For further information, please refer to Kenyon and Behie (1987), Peaceman (1983), Peaceman (1978), Peng
and Robinson (1976), and Soave (1972).
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Fracture Pressure and Fracture Gradient 


The fracture gradient applied in the model was 0.7 psi/ft. This will be refined using minifrac 


and/or dipole sonic data collected in the STW. Zulqarnain et al. (2017) applied a fracture 


gradient of 0.8 psi/ft in their simulation model where they studied CO2 sequestration near the 


Louisiana chemical corridor. Therefore, 0.7 psi/ft is a conservative estimate that would help 


avoid overestimating maximum allowable injection rates.   


 








Fracture Pressure and Fracture Gradient 


The fracture gradient applied in the model was 0.7 psi/ft. This will be refined using minifrac 


and/or dipole sonic data collected in the STW. Zulqarnain et al. (2017) applied a fracture 


gradient of 0.8 psi/ft in their simulation model where they studied CO2 sequestration near the 


Louisiana chemical corridor. Therefore, 0.7 psi/ft is a conservative estimate that would help 


avoid overestimating maximum allowable injection rates.   


 








Fracture Pressure and Fracture Gradient 


The fracture gradient applied in the model was 0.7 psi/ft. This will be refined using minifrac 


and/or dipole sonic data collected in the STW. Zulqarnain et al. (2017) applied a fracture 


gradient of 0.8 psi/ft in their simulation model where they studied CO2 sequestration near the 


Louisiana chemical corridor. Therefore, 0.7 psi/ft is a conservative estimate that would help 


avoid overestimating maximum allowable injection rates.   


 








Fracture Pressure and Fracture Gradient 


The fracture gradient applied in the model was 0.7 psi/ft. This will be refined using minifrac 


and/or dipole sonic data collected in the STW. Zulqarnain et al. (2017) applied a fracture 


gradient of 0.8 psi/ft in their simulation model where they studied CO2 sequestration near the 


Louisiana chemical corridor. Therefore, 0.7 psi/ft is a conservative estimate that would help 


avoid overestimating maximum allowable injection rates.   


 








Boundary Condition 


A volume multiplier of 100,000 was applied to grid cells at the edge of the model to represent an 


infinite open boundary constant pressure condition as recommended by CMG-GEM (Nghiem et 


al., 2009). This is a reasonable assumption given that the target injection formations are 


correlatively extensive at different well locations in the SEM to account for the pressure plume 


propagation during injection simulations. The model’s lower boundary is the base of the Wilcox 


2 or top of the Midway group. While this surface is expected to have some topographical 


features, in general, it is assumed to dip to the south. Six injection wells were used toward the 


center of the model so that the CO2 plume and pressure buildup would be far from the 


computational model boundary (7.5 mi × 8 mi) and the model would be able to capture the 


multiphase flow phenomena.  
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